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Ample phonetic literature has tried to determine causality behind sound change, oftentimes in 
vowel shifts. Proposed causes may be divided into internal factors (e.g. push chains 
maintaining margins of security, drag chains maintaining symmetry; [1]) and external ones 
(gender, social network, etc.; [2]). The usual approach to establishing such effects (e.g. [3]) is 
to demonstrate that such factors significantly correlate with change progression over time. 
However, such a correlation is insufficient to establish causation. Thus, do internal and 
external factors really cause change, or are they simply along for the ride? 
 
We present a method to answering this question based on natural selection in biology. We 
operationalize causality as a deterministic pressure driving language change (‘directional 
selection’), which contrasts with the cumulative effect of random variation (‘stochastic drift’). 
[4] demonstrated that this distinction makes it possible to disambiguate caused changes from 
historical accidents, based on results from English do-support (Fig. 1). We present ongoing 
work adapting this model from discrete syntactic features to continuous measures in F1/F2 
space. We use this to infer selection pressure within the vowels in the Philadelphia 
Neighborhood Corpus, a corpus full of vowel changes spanning a course of ~100 years ([5]). 
 
Preliminary results demonstrate that some of the known ongoing changes in Philadelphia, such 
as pre-fortis [aɪ]>[ʌɪ], are the result of selection pressure, while others are historical accidents. 
We furthermore present in-progress quantitative analyses of internal and external factors that 
drive those changes that were subject to selection pressure. We discuss these findings in light 
of current theories of sound change. 
 

	
Figure 1: English do-support ([4]). All four changes show significant trends with time, but only two 

(orange & blue) were driven by selection; the other two (gray) were historical accidents. 
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We find that the rise of the periphrastic ‘do’ was more rapid in neg-
ative declarative and imperative statements, for which we reject drift 
(FIT P =  0.005 and P =  0.003, respectively), than it was in affirma-
tive questions, for which we fail to reject drift (FIT P =  0.18, Fig. 3).  
Do-support also appears to rise rapidly in negative questions, although 
in this case the force of drift is strongest (Extended Data Table 3) and 
so we fail to reject drift (FIT P =  0.27, Fig. 3) despite sufficient power 
(Supplementary Information section 1.6). We might expect that selec-
tion for an auxiliary verb would operate equally in all grammatical 
contexts19, and yet the extensive parsed corpora do not support this 
hypothesis. Our analysis suggests an alternative scenario: the peri-
phrastic ‘do’ first drifted by chance to high frequency in questions, which 
then induced a directional bias towards ‘do’ in declarative and imperative 
statements for reasons of grammatical consistency or cognitive ease.

Finally, we studied the evolution of syntactic verbal negation from the 
12th to the 16th centuries, using 5,475 negative declaratives extracted 
from the Penn–Helsinki Parsed Corpus of Middle English. We observe 
pre-verbal negation (for example, Old English ‘Ic ne secge’) giving way 
to embracing bipartite negation (Middle English ‘I ne seye not’) and 
then finally to post-verbal negation (Early Modern English ‘I say not’), 
in a pattern known as Jespersen’s cycle11. For both transitions that form 
this cycle, we reject neutral drift (FIT P <  0.05, Fig. 4). This provides 
statistical support for longstanding hypotheses that changes in verbal 
negation are driven by directional forces, such as phonetic weakening11,  
or a tendency for speakers to over-use more emphatic forms of 
negation11,23 that then lose emphasis as they become dominant23,36. 
Although directionality in Jespersen’s cycle was first recognized by 
comparing multiple languages11, we reach the same conclusion by 
analysing changes in English alone.

Methods drawn from phylogenetics have enabled researchers to infer 
the relationships among divergent languages12,37–40. By contrast, the 
study of how a language changes over short timescales has not taken full 
advantage of statistical inference. Yet changes within a language must be 
the origin of differentiation between languages41. Combining massive 
digital corpora with time series inference techniques from  population 
genetics now allows us to disentangle distinct forces that drive  language 
evolution. How exactly individual-level cognitive processes in a 
 language learner5,11,19,33,34 produce population-level phenomena, such 
as drift and selection42, remains a topic for future research.
Online Content Methods, along with any additional Extended Data display items 
and Source Data, are available in the online version of the paper; references 
unique to these sections appear only in the online paper.

Code Availability Source code is available online at http://github.com/
mnewberry/ldrift.

Data Availability Data that support the findings of this study are available as 
the Corpus of Historical American English (https://corpus.byu.edu/coha/) and 
the Penn Parsed Corpora of Historical English (http://www.ling.upenn.edu/
hist-corpora/).
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Figure 3 | The rise of the periphrastic ‘do’ in Early Modern English. 
The frequency of ‘do’ as an auxiliary verb first rose in the context of 
interrogative sentences (grey). However, we cannot reject drift for either 
affirmative interrogatives (FIT P =  0.18) or negative interrogatives  
(FIT P =  0.27). Subsequently, do-support rose rapidly in negative 
declarative and negative imperative sentences, where we detect selection 
(FIT P =  0.005 and P =  0.003, respectively). Dotted lines plot the logistic 
curve with slope determined by the maximum-likelihood selection 
coefficient inferred in each grammatical context (Extended Data Table 3).  
These results suggest do-support rose by chance through drift in 
interrogative statements, setting the stage for directional evolution  
of do-support in other grammatical contexts.
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Figure 4 | Evolution of verbal negation. Pre-verbal negation (for example, 
Old English ‘Ic ne secge’) gave way to embracing bipartite negation 
(Middle English ‘I ne seye not’) and then to post-verbal negation (Early 
Modern English ‘I say not’). a, Frequencies of pre-verbal, bipartite, and 
post-verbal forms among 5,918 instances of negation from 56 texts in the 
Penn–Helsinki Parsed Corpus of Middle English. b, We infer selection 
for bipartite and post-verbal negation in the background of pre-verbal 
forms (FIT P =  0.02) and selection for post-verbal negation in a mixed 
population of pre-verbal and bipartite forms (FIT P =  0.04). Dotted lines 
indicate logistic curves corresponding to maximum-likelihood selection 
coefficients.
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